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At its core Principal Component Analysis (PCA) involves a change of 
basis. This new basis is constructed by iden�fying  the direc�ons of 
maximum variance among the data. The covariance matrix of the 
original data allows us to iden�fy these "principal components" using 
a straigh�orward eigenvalue - eigenvector problem. The new basis 
makes it possible to approximate the original data in a lower 
dimension while retaining as much of the original variability as 
possible. In this talk, we will be discussing the specifics of how PCA 
achieves this change of basis and how lower dimensionality can 
dras�cally simplify complex computa�ons like facial recogni�on.  
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